Predicting Health Patterns Using Sensor Sequence Similarity and NLP
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Abstract— Health information technology has been used in long-term care to improve outcomes and reduce cost. In Tiger Place, an aging in place facility from Columbia, MO, we deployed sensor networks together with an electronic health record (EHR) system to provide early illness recognition. In this paper, we describe a methodology for early illness recognition. In this paper, we describe a methodology for early illness recognition based on non-wearable sensor data and concepts extracted from nursing notes using Natural Language Processing (NLP). The methodology is inspired from genomic sequence annotation using BLAST. First, we extract a set of Unified Medical Language System (UMLS) concepts from each nursing note using Metamap, a NLP tool provided by UMLS. Then, we associate each daily sensor sequence with the medical concepts related to the nursing notes issued that day for that patient. Finally, to infer the health concepts for an unknown day, we compute the similarity between its sensor sequence and those available in the database. The challenges presented by this method are finding the most suitable multi-attribute time sequence similarity and aggregation of the retrieved concepts. On a pilot dataset from three Tiger Place residents, with a total of 1685 sensor days and 358 nursing records, we obtained an average precision of 0.34 and a recall of 0.52.

Index Terms— Eldercare monitoring, early illness recognition, natural language processing (NLP), health context aware algorithms.

I. INTRODUCTION

Eldercare has become more challenging as older adults prefer to live independently for as long as they are able regardless of conditions such as frailty, dementia and risk of falling. Late health assessment is an aggravating risk factor that usually occurs because of fear of being institutionalized and the failure of physician’s assessments [1].

Sensor networks have been used in last decades as a promising solution to monitor older adult health [2, 3]. MIT’s PlaceLab, Georgia Tech’s Aware House and Honeywell’s Independent Lifestyle Assistant are successful examples [4, 5, 6, 7]. Some health monitoring systems can detect and estimate activity patterns and assess medication compliance using a collection of sensors and predictive algorithms [8, 9]. Considering the health context of the monitored patient is still an unsolved problem.

In this paper we have leveraged the work performed in Tiger Place, our living laboratory, where sensor networks have been installed in the home of residents since the fall of 2005 [10]. Here, we employ sensor data and contextual health information such as chronic conditions and nursing comments provided by EHR to identify health patterns. In previous work [11] we used sensor data to identify early signs of illness and send alerts to clinical staffs that provide feedback on the clinical relevance of each alert.

In this paper, we describe a methodology for predicting early signs of illness based on sensor data similarity and UMLS concepts extracted from related nursing notes. This paper is organized as follows. In Section II we describe the system architecture and available sensors data. Section III presents our method to predict medical concepts based on sensor data similarity. Section IV shows experiments and results. Finally, in section V we give conclusions and future work.

II. SYSTEM ARCHITECTURE

We deployed our integrated monitoring system (see figure 1) in 36 Tiger Place apartments. All deployed sensors are non-wearable. The monitoring has been ongoing since fall 2005 with an average monitoring time of nearly 2 years per resident. Various sensors have been deployed in each apartment: motion, radar, Microsoft kineect and bed. The bed sensor is able to measure bed motion, pulse and breathing. Each sensor sends an XI0 signal that is logged together with a time stamp in our
sensor database. In this study we use only motion, pulse, breathing and restlessness sensor data. Table 1 shows the sensor data available for this study from three Tiger Place residents. The data was aggregated hourly for each day. For each patient we also collected visit notes that describe various physical and/or emotional issues inputted by the nursing personnel in the EHR. Note that there fewer notes than sensor data, as some days didn’t have any nursing comment.

<table>
<thead>
<tr>
<th>TABLE I. TIGER PLACE DATASET</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resident</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
</tbody>
</table>

III. METHOD

Many sequence similarity algorithms have been proposed in the literature [12,13,14,15,16]. One approach is to use the Euclidean distance to measure the similarity between two sequences. In this approach, a sequence is considered as a point in an appropriate multi-dimensional space. Non-Euclidian metrics have been used as another approach for computing the similarity of time sequences [17,18]. Haar wavelet transform have been used to reduce the dimensionality of the time sequences [19]. The shift and scale comparisons of the sequences have been used in another study to allow comparisons under different experimental conditions [20].

In our study, health prediction is based on the similarity of the sequence data provided by four sensors: motion, restlessness, pulse and breathing. However, considering each sensor data separately would not be helpful. As a proof, figure 2 shows the results of iVAT algorithm on the sensor data set. The iVAT algorithm has been used to visualize the different possible clusters in the data [21]. The number of different color tones demonstrates the number of possible clusters. As figure 2 shows, there are no meaningful clusters in any dimension if we consider each sensor separately. Instead, here we used a simple similarity measure based on root mean square (RMS) which is widely used in signal processing. For two sensor sequences \( X = \{x_i\}, Y = \{y_i\} \in \mathbb{R}^4 \times \mathbb{R}^4 \), we can compute a distance \( d(X,Y) \) as:

\[
d(X,Y) = \sqrt{\frac{1}{24} \left( (X_1 - Y_1)^2 + \cdots + (X_4 - Y_4)^2 \right) }, \tag{1}
\]

where

\[
X_i = \frac{1}{\sqrt{4}} \left( x_{i1}^2 + x_{i2}^2 + x_{i3}^2 + x_{i4}^2 \right),
\]

\[
Y_i = \frac{1}{\sqrt{4}} \left( y_{i1}^2 + y_{i2}^2 + y_{i3}^2 + y_{i4}^2 \right) \tag{2}
\]

IV. EXPERIMENTAL RESULTS

Our main goal is to predict patient’s health status using medical concepts from similar sequences. To extract the medical concepts from the nursing visit notes we parsed the free text data using the Metmap NLP tool provided by UMLS (http://metamap.nlm.nih.gov/). Metmap associates each medical concept found in the nursing notes to a Concept Unique Identifier (CUI) from UMLS.

To predict possible health problems given a sensor sequence \( Z \in \mathbb{R}^4 \times \mathbb{R}^4 \), we select the CUI’s associated to the sequence \( X_{best} \) most similar to \( Z \), i.e \( X_{best} = \text{min}_n \{ d(Z,X) \} \). We evaluated our results in terms of precision/recall, where precision is the fraction of retrieved concepts that are relevant, while recall is the fraction of relevant concepts that are retrieved. We only include in our experiments the days that have comments attached (column 3 in Table I). Alternatively, we could label the days with no comments in the EHR as “normal” and include them in the experiment. However, we left this idea for future work. We performed the experiments using a leave-one-one scheme and averaged the precision and recall for the entire resident dataset.

<table>
<thead>
<tr>
<th>TABLE II. RESULTS OF THE ILLNESS PREDICTION EXPERIMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resident Code</td>
</tr>
<tr>
<td>#3</td>
</tr>
<tr>
<td>#2</td>
</tr>
<tr>
<td>#1</td>
</tr>
</tbody>
</table>

Fig. 2. Results of iVAT algorithms for patient 2003.

Figure 3 shows an example of two similar sequences for patient #2. As we can see in this figure, analyzing each sensor data separately might not result in a good match.

Table II demonstrates the results of our illness prediction experiments on the pilot dataset from Table I.
From Table II we see that the precision and recall are reasonable when plenty of annotated sequences are available (as is the case with resident #3). While the lack of comments might be a problem for relatively healthy nursing home residents (such as #1 and #2), we believe that in general it doesn’t apply for the typical nursing home resident that has multiple chronic diseases (hence many encounters with the nursing personnel).

V. CONCLUSION

We have shown potential of identifying early changes in health using in-home sensors and NLP of the nursing notes. We believe our method can scale well to multiple residents and multiple nursing homes. This research leverages ongoing work at the University of Missouri-Columbia (MU) in the use of sensor technology for in-home health assessment. We integrated our sensor networks with a home-grown nursing EHR and investigated health context aware computational algorithms for health assessments.

While our work showed promising results, we acknowledge that we left many questions unanswered. First, is it possible to extend sequence similarity across residents? What would be the criteria for doing so? Here, we used a very simple multi-attribute sequence distance. What would be the best multi-attribute sequence similarities (distances) for our problem? Also, we used only the best matching sequence to infer the unknown medical concepts. What if multiple sequences (from multiple days) are used for inference? How can we aggregate them?
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