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Technology has had a tremendous impact on our daily lives. Recently, technology and its impact on aging has become an expanding field of inquiry. A major reason for this interest is that the use of technology can help older people who experience deteriorating health to live independently. In this paper we give a brief review of the in-home monitoring technologies for the elderly. In the pilot study, we analyze the possibility of employing the data generated by a continuous, unobtrusive nursing home monitoring system for predicting elevated (abnormal) pulse pressure (PP) in elderly (PP = systolic blood pressure-diastolic blood pressure). Our sensor data capture external information (behavioral) about the resident that is subsequently reflected in the predicted PP. By continuously predicting the possibility of elevated pulse pressure we may alert the nursing staff when some predefined threshold is exceeded. This approach may provide additional blood pressure monitoring for the elderly persons susceptible to blood pressure variations during the time between two nursing visits. We conducted a retrospective pilot study on two residents of the TigerPlace aging in place facility with age over 70, that had blood pressure measured between 100 and 300 times during a period of two years. The pilot study suggested that abnormal pulse pressure can be reasonably well estimated (an area under ROC curve of about 0.75) using apartment bed and motion sensors.

1. INTRODUCTION
TigerPlace [Rantz et al. 2005] is an independent living facility for seniors designed and developed as a result of collaboration between Sinclair School of Nursing, Columbia, Missouri and Americare Systems Inc. of Sikeston, Missouri. Senior citizens move to TigerPlace in one of the 31 apartments, and do not need to move again regardless of any change in their care needs. TigerPlace features care provided for
the seniors by Senior Care, a licensed home health agency owned by the Sinclair School of Nursing, providing on-going assessment, early illness recognition, and health promotion activities. An outstanding building, designed to accommodate the needs of seniors and their pets makes TigerPlace an attractive place to live.

A primary goal of TigerPlace is to help the residents not only manage their illnesses but also stay as healthy and independent as possible. The use of sensor technology to provide early identification of problems in mobility and cognition is currently being implemented. The integrated monitoring system under development has three main components: (a) the in-home monitoring system, (b) an event-driven, video sensor network that hides identifying features of the residents, and (c) a reasoning component that fuses sensor and video data and analyzes patterns of behavioral activity. Each residence included in the network has a PC that is connected to a main server through a wired network connection. Data is monitored and collected at the main server for research purposes. The data manager collects data from the sensors of the In-home monitoring system, date-time stamps the data, and logs it into a file that is sent to the secure server.

The in-home monitoring system consists of several types of sensors mounted in different places, throughout the residents’ apartments. They are motion sensors, bed sensors, and temperature sensor. The motion sensors are placed in various places, such as bathroom, bedroom, kitchen, living room, etc. and some of the residents have this type of sensors installed on the door of the refrigerator, kitchen cabinets and even drawers. They are capable to capture resident motion through his/her apartment by emitting a signal (firing) as often as there is movement around them. The bed sensors are in fact sets of sensors, composed of a sensor strip across the bed and a motion sensor attached to the bed headboard. The sensor strip is able to keep track of the resident’s movement in the bed, namely restlessness, heart rate and breathing, as long as the resident is on the bed. The motion sensor attached to the headboard captures motion around the bed – when the resident gets in and out of the bed. The sensor strip and motion sensor attached to the bed are connected together and they function similarly to the motion sensors mentioned previously: they fire as long as they detect activity around them. As stated before, unlike the motion sensors, the sensor strip captures three types of activities, which are structured on three or four levels of severity as follows:

- **Four levels of restlessness:** low, high, higher, highest depending on the duration of movement.
- **Three levels of breathing:** low, normal, fast depending on the number of breaths per minute.
- **Three levels of heart rate:** low, normal, fast depending on the number of heart beats per minute.

2. **STATEMENT OF THE PROBLEM**

The aim of this study is to find the connection between the change in health status and sensor data produced by the in-home monitoring system. The primary goal is to find a link between abnormal levels of daily activities and vital signs of residents using data mining algorithms. An abnormal sleep pattern and/or low level of motion
may be related to an elevated blood pressure or to a heart attack. Our sensor data capture external information (behavioral) about the resident that is subsequently reflected in the predicted PP. By continuously computing the pulse pressure and comparing it with the measured trend we may alert the nursing staff when some predefined variability limits are exceeded. This approach may provide additional blood pressure monitoring for the elderly persons susceptible to blood pressure variations during the time between two nursing visits. In addition, the comparison of the computed and measured pulse pressure trends over longer periods of time may provide additional warnings of abnormal unreported clinical events. The algorithms will be validated using the clinical data of the participants connected to the in-home monitoring system.

3. RELATED WORK

3.1 Issues with Aging Population

The proportion of elderly in the population is growing at a rapid rate in countries around the world. Many of these seniors prefer to live independently for as long as they are able, despite the onset of conditions such as frailty and dementia [Cuddihy et al. 2007]. It is well known that the major cause for placement of elderly people in an institution is loss of autonomy due to physical or cognitive impairment [Chan et al. 2005]. With such a high and continued increasing average life expectancy rate, followed by the dramatic change in trend of the proportion of elderly in the total population, medical care for senior citizens, age 60 and over, is becoming progressively more important. Solutions are needed to enable independent living while enhancing seniors’ safety and their families’ peace of mind [Cuddihy et al. 2007; Rowan and Mynatt 2005].

Aging adults are often stereotyped as purposefully masking any decline in abilities to avoid outside intervention and this fact leads to the concern held by adult children about their aging parents: knowing if there are subtle declines in capabilities or behavior of their parents [Rowan and Mynatt 2005]. Elderly patients are particularly at-risk for late assessment of cognitive changes due to many factors: their impression that such changes are simply a normal part of aging, their reluctance to admit to a problem, their fear of being institutionalized and even the failure of physicians to fully assess their cognitive function due to the belief that no intervention is possible [Hayes et al. 2004]. Even ongoing or post-treatment monitoring of patients through periodic but infrequent office visits has many limitations. Relying on self-report by the patient or their family is also unreliable. Current clinical monitoring approaches may miss important fluctuations in behavior and health state [Hayes et al. 2004]. This problem still remains in nursing homes. Physicians might visit their patients for only a short period of time, usually once a week. Assessment of a patient’s progress is thus based mainly on reports from staff (nurses and nurse assistants). The reports may be incomplete, or even biased due to schedule shift and the fact that each staff person has to care for many patients [Chen et al. 2007]. This may result in insufficient observation for monitoring either progressive change, or brief and infrequent occurrences of aberrant activity that might lead to diagnosis of some diseases.
3.2 Pulse Pressure – Predictor of Multiple Diseases

Hypertension and its treatment are of particular relevance to the elderly and very elderly [Peters et al. 2007]. As systolic blood pressure (BP) tends to rise with age, at least in most populations, relatively high percentages of elderly population are classified as hypertensive. More specifically, it is systolic BP that rises more linearly with age, although it may plateau slightly at approximately 80 years, whereas diastolic BP rises until approximately 60 years and falls thereafter [Peters et al. 2007]. This is of particular interest when it is remembered that those aged over 80 years are among the fastest growing sector of the population, and are likely to be hypertensive and to have an isolated systolic hypertension with larger pulse pressure (PP) values (the difference between systolic BP and diastolic BP).

The majority of individuals older than 70 years have a widened pulse pressure resulting from age-related stiffening of the central elastic arteries and systolic hypertension. A widened pulse pressure is associated with cardiovascular risk factors such as diabetes, hypertension, and smoking. It also predicts a higher risk of subsequent cardiovascular events [Peters et al. 2007; Blacher et al. 2000], coronary heart disease [Franklin et al. 2001], renal disease, heart failure [Swaminathan and Alexander 2006], and mortality [Safar et al. 2004; Mitchell et al. 2007; Glynn et al. 2000; Lee et al. 1999], particularly in the elderly. According to Safar et al. [2004], PP of 60 mm Hg is a strong mechanical factor predicting cardiovascular mortality. Based on epidemiological studies, it is well accepted that PP above the critical level of 60 mm Hg, causes particular risk in patients. Such cutting point, has been established for PP on the basis of epidemiological studies indicating the lower level of PP at which renal, cerebral, and most ischemic cardiopathies (myocardial infarctions) occur [Safar et al. 2004]. In contrast, according to Peters et al. [2007] and Swaminathan and Alexander [2006], no practical cut-off value exists for differentiating normal pulse pressure from abnormal pulse pressure. Swaminathan and Alexander [2006] stated that most patients with systolic hypertension have elevated PP (>60) and by the age of 75, the majority of individuals have elevated PP. In addition, PP seems to
increase with age (Figure 1) [Safar et al. 2004] and for any given age, men have a 5%-10% higher PP than women [Swaminathan and Alexander 2006]. In Figure 1 we used the following regression equations: \( y = 0.42x + 42 \) for women and \( y = 0.025x^2 + 2.15x + 102 \) for men, calculated based on data from [Safar et al. 2004].

3.3 Sensor Technology used in Previous Research

With the maturity of sensing and pervasive computing techniques, extensive research is being carried out in using sensor networks for home care environments. Home-based healthcare encourages the maintenance of physical fitness, social activity and cognitive engagement helping the elderly to function independently in their own homes [Yang et al. 2004]. Health monitoring in home environments can be accomplished by 1) ambulatory monitors that utilize wearable sensors and devices to record physiological signals; 2) sensors embedded in the home environment and furnishings to unobtrusively collect behavioral and physiological data; or 3) a combination of the two [Alwan et al. 2006].

Sensors in the first category include accelerometers [Davis and Fox 2007], cell phones [Eagle and Pentland 2006], and wireless body area network (WBAN) that monitor the user’s heart rate and locomotive activity [Otto et al. 2006]. Sensors in the second category include field sensors [Hayes et al. 2004], contact sensors [Hayes et al. 2004; Gil et al. 2007; Cuddihy et al. 2007], motion, location or infrared sensors [Hayes et al. 2004; Chan, Campo, and Esteve 2005; Shieh et al. 2006; Gil et al. 2007; Viron et al. 2002; Alwan et al. 2006; Cuddihy et al. 2007], strain sensors [Rowan and Mynatt 2005], low power smart cameras [Williams et al. 2007], microphones [Fogarty et al. 2006], thermal imaging sensors [Sixsmith and Johnson 2004], switch sensors [Tapia et al. 2004], pressure sensors [Gil et al. 2007], and electrical sensors [Gil et al. 2007]. A study by Viron et al. [2006] is an example of health monitoring in home environments accomplished by using a combination of wearable devices and sensors embedded in the home environment. The authors of this study used unobtrusive area and environmental sensors deployed in the assisted living environment (rooms, hallways, units, furniture) including: motion, video camera, temperature, humidity, acoustic, smoke, dust, gas, etc. combined with wearable interactive devices equipped with a variety of sensors (such as heart-rate, heart-rhythm, temperature, oximeter, accelerometer). Similarly, Teaw et al. [2005] combined wireless sensor networks, existing RFID (Radio Frequency Identification) and Vital Sign Monitoring technology to simultaneously monitor vital signs while keeping track of the users’ location.

Many researchers have explored wearable sensors for their advantages in the area of continuous monitoring. They provide more precise tracking methodologies as long as the subject wears the devices at all times [Hayes et al. 2004]. Accelerometers offer a feasible tool for the assessment of several aspects of PA in older people. They provide valuable data for the assessment of volumes, intensity and patterns of activity (PA) across the daily and weekly patterns [Davis and Fox 2007]. Eagle and Pentland [2006] used cell phones as wearable devices for their ability to measure information access and use in different contexts, recognize social patterns in daily
user activity, infer relationships, and identify socially significant locations.

Sensors embedded in the home environment and furnishing proved to have many advantages in the area of health monitoring. They are non-intrusive and easily accepted by elders in their residences [Alwan et al. 2006; Rowan and Mynatt 2005], inexpensive [Shieh et al. 2006], do not require the occupant to push any buttons or wear any devices [Rowan and Mynatt 2005], and are familiar fixtures in home security systems [Cuddihy et al. 2007]. Wireless sensors provide flexibility of installation of additional sensors in a very short time and minimally disruptive to the subject [Hayes et al. 2004]. Non contact sensors are considered more practical than wearable sensors. For example, a switch sensor in the bed can strongly suggest sleeping, and pressure mat sensors can be used for tracking the movement and position of people [Tapia et al. 2004]. Also, data provided by switches and motion sensors is reliable and very easy to process [Chen et al. 2007] while strain sensors provide relatively clean and reliable signals [Rowan and Mynatt 2005]. Generally, wireless sensors have a low power consumption and low production cost, can be embedded in different places or objects at home or they can become wearable by integrating them into clothing or small apparel items like watches or jewelry [Shieh et al. 2006]. Particularly, thermal imaging sensors have the advantage that sensing of a subject’s motion can occur locally, within the detector, using only a modest processor [Sixsmith and Johnson 2004]. This is due to the relative ease of interpretation of data generated by the sensor. They are cost-effective, the low-level data lacks detail and there is no need to transmit data outside the detector. The system composed of thermal imaging sensors seems less intrusive to users and they generally view thermal imaging more positively than cameras [Sixsmith and Johnson 2004]. A sensor of this type can reliably locate and track a thermal target in the sensor’s field of view, providing size, location, and velocity information.

Assistive technology should be very carefully designed because it may be rejected if it detracts from the aesthetics of the home, leads an elder to feel spied upon, or creates a feeling of embarrassment over the need for assistance [Hayes et al. 2004]. Hayes et al. [2004] identified many negative reactions to the intrusion of sensors into the living space, including objections to the potential for damage caused by the adhesive used for installation, concern that sensors were placed in locations accessible by children or pets, and objections to the placement of cameras and microphones in the home. Elderly individuals are frequently unwilling to adapt even to small changes in their environment, including wearable sensors in their clothing [Chen et al. 2007]. Requiring the subject to wear a device at all times is obtrusive and can result in non-compliance [Hayes et al. 2004]. For example, among challenges posed by cell phones as wearable devices for continuous monitoring are human-induced errors by the phone being off or left on but separated from the user [Eagle and Pentland 2006].

Even simple, not wearable sensors, can impact behavior and have other disadvantages. One of the two participants in a study by Tapia et al. [2004], explained that being sensed did cause her to alter some behaviors as she always made sure to wash her hands after using the bathroom. As opposed to wearable sensors, the data provided by switches and motion sensors cannot provide detailed information. For example, a
motion sensor can only tell that there is a person in the monitored area, but cannot
tell the exact location [Chen et al. 2007]. In general, installation of the non wearable
sensors is not always easy. Sensors requiring installation by the end users cause
significant issues: end-users can make a variety of errors, often due to the directional
requirements of sensors or uncertainty over exactly where a sensor needs to be
positioned. Even if the sensors are not required to be installed by the end users,
sometimes their installation creates real challenges. For example, installation of
strain sensors requires access to the underside of the floor, making it impossible to
use these sensors on the second floor of an existing home. This fact led to the idea of
using wireless motion sensors in future deployable version of an awareness system
instead of the strain sensors used in early versions [Rowan and Mynatt 2005].

More complex systems based on cameras or microphones are not challenge free.
One of the major challenges of vision-based systems is the apparent intrusion of
privacy because of the way the image data is transmitted and analyzed [Yang et al.
2004]. Existing systems are mainly based on central processing units where multiple
video streams are received and processed. Due to the complexity of the computational
tasks, data buffering and storage is often required, giving rise to major concerns over
practicality and the potential intrusion of privacy [Yang et al. 2004]. Furthermore,
Tapia et al. [2004] affirmed that in the case of complex sensors such as cameras or
microphones, the recognition inference problem is often seriously underconstrained.

Computer vision sensing, for example, often works in the laboratory but fails in real
home settings due to clutter, variable lighting, and highly varied activities that take
place in natural environments. Little of the work with video and audio processing in
the lab has been extensively tested in the field [Tapia et al. 2004]. Perhaps just as
importantly, because sensors such as microphones and cameras are so general and
most commonly used as recording devices, they can be perceived as invasive and
threatening by some people. The acclimation period to more invasive sensors such as
cameras would be substantially longer. Some people would not agree to studies
involving video observations or others would agree to those studies restricting cameras
from the bathroom [Tapia et al. 2004].

The deployment of sensor networks in a home environment, however, requires
careful consideration of user compliance and privacy issues. The choice of sensing
technology that does not identify the person reduces the privacy concerns. Older
adults are concerned about maintaining a careful balance between privacy and
autonomy [Rowan and Mynatt 2005]. While both are important, aging often
necessitates some compromise. Giving up some privacy in order to maintain autonomy
is a valid choice. There is, however, a limit to how much and what type of sensor
technology provides the correct balance [Rowan and Mynatt 2005]. Referring to
awareness systems Romero et al. [2007], affirmed that achieving awareness is how to
achieve a balance between what information people would like to know about others
or, conversely, to make known to others. There is a tradeoff between trying to
address the need to communicate and the need for privacy, which gets reflected in
the level of detail/abstraction of information displayed [Romero et al. 2007].

Whatever the practical benefits might be, users might not accept the technology if
they believe it impinges on their privacy and lifestyle. The ethical aspects of
implementing such technology are also important. In particular, these technologies should be used only where end users or their caregivers understand the technology and can provide informed consent. According to Sixsmith and Johnson [2004] technology solutions should be one of a range of care options available to people. Ensuring that implementation does not lead to a technological “fix” for all the problems facing the elderly should be central to good practice.

It is essential to create end user acceptance of the assistive technology in their homes. One way is by providing the elderly a sense of control over Ambient Intelligence concepts and technologies [Ruyter and Pelgrim 2007]. In a case of an awareness system tested by Rowan and Mynatt [2005], the authors concluded that older adults accept a sort of sensing in their home and a visualization of that data for the adult child, and more importantly, they welcome and rely on the sensing or they circumvent and game the system. Another way to create user acceptance of the systems in their homes is to design systems that are unobtrusive and do not require the users to adjust their daily routine. To achieve this, the sensor nodes need to be small enough to be placed discreetly in appropriate locations. Ideally the sensor nodes would scavenge power from their surroundings, enabling an autonomous sensor network to be installed easily and to operate for extended periods of time with little or no outside intervention [Yang et al. 2004].

3.4 Data Mining Algorithms used in Previous Research
The use of data mining and on-line analytical processing (OLAP) is potentially interesting in this context of continuous monitoring because of the possibility of exploring, detecting and predicting changes in the level of activity of people’s movement that may reflect change in well-being. The measure of activity, presence in locations and interaction with objects might provide information to assist understanding of patterns in people’s behavior [Gil et al. 2007]. If there are regular patterns in the life of a person, changes to such patterns could suggest a change that should be followed up in a dialogue between a care provider and that person.

Most of the research in the area of continuous monitoring is related to identification of activities of daily living, which is an important predictor of cognitive and physical decline of the elders [Tapia et al. 2004; Atkinson et al. 2005]. For intelligent analyses the sensors are grouped together according to the domain knowledge and specific activities of interest. Thus each activity of daily living will have an associated group, which fuses data from all the sensors that are related to that activity. Yang et al. [2004] suggested that rather than gathering data from all sensors and carrying out an overall data-mining algorithm, a focused and more efficient algorithm can be applied to each of the activities according to the available knowledge and the data collected by the corresponding sensor group.

Usually three types of activities are included in the analysis phase: long-term trends, significant patterns, and associations among patterns [Yang et al. 2004]. The analysis of well-being is challenging, as abnormal patterns of behavior are difficult to identify. Additionally, what it is considered to be normal for one person can be abnormal for someone else. Moreover, people have a tendency to change the way
they do things without necessarily being affected by deterioration in their physical or mental abilities. For example, the same person can behave in quite a different manner depending on the weather conditions. Therefore, interactive and adaptive algorithms are necessary to handle such analysis with the particularities of each individual in mind. One of the limitations of ambient sensing with simple sensors is that it is difficult to infer detailed changes in activity and those physiological changes related to the progression of disease. In fact, even for the detection of simple activities such as leaving and returning home, the analysis steps involved can be complex [Yang et al. 2004].

From the computational aspect, various data analysis techniques have been used including classification algorithms, as decision trees [Chen et al. 2007; Gil et al. 2007], SVM [Chen et al. 2007; Williams et al. 2007], logitboost [Chen et al. 2007], rule based approach [Alwan et al. 2006], mixture models as Gaussian mixture [Eagle and Pentland 2006], pattern recognition algorithms [Fogarty et al. 2006], sophisticated data mining techniques and machine learning algorithms like Markov chain [Eagle and Pentland 2006], artificial neural networks [Sixsmith and Johnson 2004], and Bayesian models [Tapia et al. 2004]. Another approach recently used to discriminate patterns generated from healthy and pathological states as well as aging is based on frequency and rank order statistics of symbolic sequences because complex physiological signals may carry unique dynamic signatures related to their underlying mechanisms [Shieh et al. 2006]. In order to produce a better estimation of the activity, health status or autonomy, heterogeneous data coming from multi-sensor acquisitions might be combined, a procedure called data fusion, using different techniques based on evidence or probabilistic theories [Virone et al. 2006].

3.5 Limitations of the Reviewed Monitoring Systems

A common limitation to all systems analyzed in this paper is the small number of subjects participating in implementation or validation phases. This fact makes it hard to extrapolate the results. Another common problem is the reduced number of representative samples [Davis and Fox 2007] or very short series of testing [Shieh et al. 2006; Fogarty et al. 2006]. Some of the studies are even based on simulated data of different behaviors on long or short periods [Virone et al. 2002].

Monitored activities are dependent on the type of sensors used. For example, the microphone-based sensors used by Fogarty et al. [2006] allow detection of what sink is in use and cannot recognize more specific activities at sinks. Other sensors have the potential to capture more activities in a home but the activities captured depend on the places the sensors are installed. While the ability to install a contact switch nearly anywhere in the home, most of the sensors in a study by Tapia et al. [2004] were installed in the kitchen or bathroom, with success in detecting activities such as meal preparation and toileting.

When subjects involved in the study are required to interact with the new technology, new challenges arise and impact the study result. This was the case of the study by Tapia et al. [2004], which required the two participants to use PDAs running software especially designed to label the subject’s activities. The participants needed
to answer to several questions regarding their activities every 15 minutes for 14 days. According to Tapia et al. [2004], subjects had a difficult time adjusting to the experience sampling device and did not enjoy having to tell the computer about doing the same activities repetitively. However, the number of labels was not sufficient for training the machine learning algorithms.

Even if the studies are intended to support independent living, some of the subjects were recruited from assisted living facilities [Chan 2005; Alwan et al. 2006] and others were the researchers and their families [Fogarty et al. 2006] or friends [Shieh et al. 2006]. While this approach provides more data for training the classification algorithm we believe that it does not contribute to the validation of the research questions.

Some articles mentioned as a major limitation low sensitivity of the algorithms, which can be increased by adding more sensors to the existing system [Cuddihy et al. 2007; Alwan et al. 2006], or by careful refinement to reduce the rate of false alerts [Alwan et al. 2006]. The major limitation of all studies is that they assume single persons present in the homes or rooms under investigation. When multiple people are present in a home the number of sensor firings will increase dramatically making possible wrong inferences from the data. Hayes et al. [2004] excluded the data when the subject of their study had visitors.

The majority of studies were experimental or exploratory and some of them even used the Wizard of Oz technique (use of a human to simulate the response of an unimplemented system). Chen et al. [2007] used both, Wizard of Oz and experimental study of various sensors and models for detecting and summarizing social interaction among aging parents and caregivers. Rowan and Mynatt [2005] also used Wizard of Oz technique before their pilot study of Digital Family Portrait for enhancing peace of mind of an adult child living 50 miles away of his elderly parent.

### 3.6 Recommendations Surfaced from the Presented Systems

Several recommendations surfaced from the systems presented above. Hayes et al. [2004] identified as an unanswered question in their research how the total activity levels, average walking speed, and patterns of activity through rooms in the home vary across different clinical populations, from those showing normal cognitive processing on standard clinical tests, to those who show minimal cognitive impairment or early cognitive losses. The majority of studies have as a future aim solving the problem of multiple people present in the home instead of ignoring it or even discarding that data [Rowan and Mynatt 2005; Sixsmith and Johnson 2004; Virone et al. 2006].

In order to increase the accuracy of the models used in processing sensor data, some of the authors proposed several solutions of improvement, such as using more powerful techniques like SVM [Eagle and Pentland 2006], a finer granularity of data [Fogarty et al. 2006], fusion of data coming from several sensors [Virone et al. 2002; Virone et al. 2006] or identifying and using an optimal size of data sets [Gil et al. 2007]. Still, in most cases, the correlation between the information produced by the systems and the clinical reality will have to be performed by a physician [Virone et al. 2002], and this requires building of interfaces to show this information in ways that...
communicate most intuitively [Gil et al. 2007].

All studies presented in this paper tried to validate their algorithms or research questions by using different approaches and instruments involving the participants, family members or care providers. According to Rowan and Mynatt [2005], in the literature there is an absence of research data on a person’s movement in his or her own house that is not biased by self-report or by third party observation and all articles follow this observation. None of them used the approach of trying to connect clinical data of the subjects, which is not biased in any way, to their sensor data. This work attempts to make this connection by trying to find a link between abnormal levels of daily activities (expressed by the levels of motion within the house, restlessness, and possible pulse and breathing) and change in health status (for example, subtle declines in capabilities or behavior caused by elevated pulse pressure) and validate them with real clinical data.

4. METHODOLOGY

Among the predictors of functional decline are mentioned activities of daily living which are measured in the medical field by using clinical tools of assessment. Usually, they are based on patients self-reporting or third party observations, as family members or nurses, procedures that bias the results. Even continuous monitoring using wireless sensor technology poses many challenges, and validation process is also based on self-reporting or third party observation. Another predictor of multiple diseases characteristic in elderly people is the pulse pressure. Although pulse pressure is calculated from blood pressure assessment, as the difference between systolic and diastolic BP, it often fades into the background of vital signs. For example, few clinicians would be alarmed by a BP of 135/55 mm Hg (that is, a pulse pressure of 80 mm Hg) obtained during a routine visit in a 75-year old patient [Swaminathan and Alexander 2006].

There are biological differences in older people, so that usual symptoms are often not present and there may be a reduction in sensitivity and specificity of any one traditional symptom [Shieh et al. 2006]. The result of these factors is that an older person may show the presence of disease in total body responses and changes in overall levels of functioning. Traditional methods of diagnosis fail to demonstrate this transition, and there is a need for methodologies that will provide objective and continuous assessments of an individual function that can be used for a person in their own home. It is important to obtain information for detecting conditions in their early stages and/or for maintaining health care in daily life. For this purpose it is desirable to measure physiological and vital signs without attaching any biological sensors to the body or making a burden of the measurement [Shieh et al. 2006].

The facts mentioned above shaped the methodology used in this study, which is based on data mining techniques, namely, classification algorithms. The six sensor reading (features) that were investigated in this paper were day and night motion level, day and night restlessness level and day and night heart rate levels, 24 hours prior to the day of measuring the blood pressures. For computing the level of restlessness we employed the sum of the level one firings only. This choice of the
features is based on the intuition that a normal pattern or daily life supposes high
level of activity, i.e. motion, during the day with short or absent periods spent in the
bed, while during the night the opposite holds, i.e. long period spent in the bed with
low level of restlessness and low level of activity throughout the apartment.

Vital signs of the residents at TigerPlace, including the blood pressures, are not
checked daily but more on a need basis or at the regular 6-months check up. Even if
the blood pressure would be measured daily, this would not increase the chances of
capturing transient abnormalities. Transient abnormalities cannot always be captured
during a doctor visit [Yang et al. 2004]. For example, many cardiac diseases are
associated with episodic rather than continuous abnormalities such as transient
surges in blood pressure, paroxysmal arrhythmias or induced or spontaneous episodes
of myocardial ischemia [Yang et al. 2004]. These abnormalities are important but
their timing cannot be predicted and much time and effort is wasted in trying to
capture an “episode” with controlled monitoring. Important and even-life threatening
disorders can go undetected because they occur only infrequently and may never be
recorded objectively [Yang et al. 2004]. High risk patients such as those with end-
stage ischemic heart disease or end-stage myocardial failure often develop life
threatening episodes of myocardial ischemia or ventricular arrhythmia. These
episodes, if reliably detected would lead to better targeting of potentially life saving
[Yang et al. 2004].

The gap in detecting a heart disease in an early stage of development can be filled
by using data generated by the in-home monitoring system and processed using data
mining techniques. The data mining approach will follow the subsequent steps:

- Data selection
- Data preparation
- Algorithm selection
- Data classification and validation

4.1 Data Selection
Sensor data stored on the server are available from any computer with remote access
to the server through a web-based visualization interface, currently under refinement.
All data available for visualization are grouped by resident and can be displayed for
a particular period of time, day by day, for longer intervals, such as weeks or months,
or in one, two, up to 12 hour increments for intervals up to two weeks. Several chart
options and types are available to the user. Chart options include activities that are
monitored by the sensors: motion, restlessness, breathing, pulse, and temperature.
Chart types include line, histogram, or pie. The line and histogram charts share the
same characteristics: the horizontal axis (X-axis) represents time (days or hours) and
the vertical axis (Y-axis) represents hits of the sensors (number of sensor firings)
corresponding to days or hours represented on the X-axis. The pie chart is cumulative
and shows the total number of sensors firings corresponding to a particular activity
during the desired time period (the time increment is ignored in this case).

A data visualization interface was used to select the data sets that ensure reliable
and complete data. The sensor data for 24 hours before each date with blood pressure
measurements available was visually analyzed and dates with missing data for more than three hours (e.g. the resident was out of the apartment) or uncorrelated sensors firings (e.g. restlessness firings present but no pulse and/or breathing firings during the same hours and vice versa) were not included in the data set. The results of the data selection dictate the size of the data sets and implicitly, the number of subjects because the sensor data is grouped by resident. The larger the data set, the better, and therefore, extremely small data sets were not considered and the corresponding subjects were not included in this study.

4.2 Data Preparation
This step implies aggregation of motion and restlessness data by day (7:00 AM to 9:00 PM) and night (9:00 PM to 7:00 AM), 24 hours before each day when blood pressures were measured. For this task a small piece of software was developed which is able to connect to the database, perform the aggregation and write the results in a data file. The content of this file is imported in a spreadsheet and the pulse pressure values are added to each resulting row. The data is ready to be further imported in the MATLAB workspace.

4.3 Algorithm Selection
For this exploratory study we chose two approaches for predicting the elevated PP events. In the first approach, we used a robust linear regression to estimate the pulse pressure. Then, we calculated the trend of the measured pulse pressure as the average value of the last seven measurements. By continuously computing the pulse pressure and comparing it with the trend of the measured PP, we may alert the nursing staff when some predefined variability limits are exceeded. This approach may provide additional blood pressure monitoring for the elderly persons susceptible to blood pressure variations during the time between two nursing visits.

The independent variables used in the robust regression were the features identified above, i.e. total motion and restlessness per day and night, and the dependent variable was the pulse pressure level. The robust regression is less sensitive to outliers in the data as compared with ordinary least squares regression [Holland and Welsch 1977]. The predicted values of the PP, \( \hat{\gamma}_i \), were calculated using a robust linear regression as [Hogg 1979]:

\[
\hat{\gamma}_i = \sum_{j=1}^{M} x_{ij} \beta_j + \hat{\beta}_0,
\]

where \( x_i \in \mathbb{R}^M \) is the input vector of M sensor measurements, \( M \in \{2,3,\ldots,6\} \), and \( \beta \in \mathbb{R}^{M+1} \) is the vector of regression coefficients. The regression coefficients are computed using an iterative procedure that minimized the criterion:

\[
S = \sum_{i=1}^{N} \Psi(\gamma_i - \hat{\gamma}_i)
\]

where \( \Psi \) is a robust loss function. The algorithm used for calculating the PP values and trends has the following steps:
The robust regression is more resilient to outliers by replacing the default least square function $\Psi(t) = t^2/2$ with one that has decreasing weights for outliers. A popular choice for $\Psi$ is Tukey’s biweight (bisquare) function \cite{Hogg 1979} $\Psi(t) = t(1-(t/k)^2)^2$ for $|t| \leq k$ and 0 else, where $k = 4.685$ is a tuning constant. In this paper we used a robust regression implementation, `robustfit`, found in the statistical toolbox of MATLAB (http://www.mathworks.com).

In the first approach, the elevated PP events were found using the decision rule: $\hat{y}_i > \mu(\{t_i\}) + c\sigma(\{t_i\})$, that is, we declare an alert when the predicted PP is greater than the trend (mean) of the measured PP plus some constant $c$ multiplied by the standard deviation of the measured PP.

In the second approach, we treated the detection of elevated PP as a two class problem: normal PP ($PP < 60$ mmHg) and elevated PP ($PP \geq 60$ mmHg). For this task, we used three classification approaches: neural networks (NN), Support Vector Machines (SVM) and a robust linear regression. The training values for the classifiers were 0 (for the normal PP values) and 1 (for the elevated ones). The classification algorithms were also implemented in MATLAB. For the NN approach we used the MATLAB Neural Networks Toolbox, for the SVM we used the MATLAB Bioinformatics Toolbox and for the robust linear regression we used the MATLAB Statistics Toolbox (`robustfit`). The size of the neural network was $M$-$M$-$1$, meaning that the hidden layer had size $M$, where $M$ was the number of sensor inputs. The challenge that we faced in using NN in this study was due to insufficient data. For example, a 4-4-1 network would require roughly 160 training data samples, which we did not have available in any of our cases. Finally, in this approach, when a prediction of elevated pulse pressure is made, the nursing staff is alerted.

### 4.4 Data Classification and Validation

For the purpose of this study the value of 60 mmHg was used for the abnormal PP threshold. However, further analysis is required for choosing the PP threshold given the controversy existent in literature regarding the abnormal levels of PP and the variation of PP with age (Figure 1).

In the first approach, the feature selection (the input variables in the model) was

---

**Step 1:** Use $N_{\text{meas}}$ PP measurements $\{y_i\}$ and the related sensor vectors $\{x_i\}, i = 1, N_{\text{meas}}$

to compute the first set of regression coefficients, $\beta$;

**Step 2:** For each new sensor input $i \in [N_{\text{meas}}, N]$

- Use $\beta$ to compute the PP estimate $\hat{y}_i$ using (1)

  - If there is a measurement that day, $y_i$,
    - update the regression coefficients, $\beta$
      - set $\beta = \beta$

**End**

**Step 3:** Compute the trend of the predicted $\{\hat{y}_i\}$ and of the measured values $\{t_i\}$ as the average of the 7 previous values.
performed by computing the average relative error (ARE) between the predicted PP trend \( \{ t_i \} \) and the measured one \( \{ t_i^* \} \) as:

\[
\text{ARE} = \frac{\sum_{i=1}^{N_{\text{test}}} \frac{|t_i^* - t_i|}{t_i}}{N_{\text{test}}} \times 100\%
\]

where \( N_{\text{test}} \) is the number of test (predicted) values.

In the second approach, we used leave-one-out cross-validation in order to evaluate the classification accuracy for each algorithm. ROC curves were used for comparing the classification models. We employed the following algorithm to compute the ROC curves:

Let \( y(i) \) be the ground truth labels, where \( y(i) = 0 \) if \( PP(i) < 60 \) and \( y(i) = 1 \) if \( PP(i) \geq 60 \), \( i = 1, ..., N \). Let \( x(i) \) be the \( M \) sensor input vector, \( x(i) \in \mathbb{R}^M \), and \( y_x(i) \in [0,1] \) be the related algorithm output. Consider a set of output thresholds \( \{ T(k) \}_{k=1...K} \) such as \{0, 0.1, 0.2, ..., 1\}.

For each threshold \( T(k) \), \( k=1,...,K \):

For \( i=1,...,N \):

- calculate the predicted output \( y_x(i) \in [0,1] \) using \( \{ x(j) \}_{j=(1...N)} \) and threshold it as:

  \[ \text{If } y_x(i) \geq T(k) \]
  \[ y_x(i) = 1 \]

  \[ \text{Else } y_x(i) = 0 \]

End.

- Calculate the false positive rate, \( \text{fp}(k) \) as normal PPs identified as abnormal / total normal PPs, as:

  \[ \text{fp}(k) = 1 - \frac{\text{sum}(1-y_x(i))(1-y_x(i))}{\text{sum}(1-y_x)} \]

- Calculate the true positive rate, \( \text{tp}(k) \) as abnormal PPs correctly identified / total abnormal PPs, as:

  \[ \text{tp}(k) = \frac{\text{sum}(y_x(i) y_x(i))}{\text{sum}(y_x)} \]

where \( i = 1, ..., N \).

End.

- Plot the ROC curve: \( \{ \text{fp}(k), \text{tp}(k) \} \) for \( k=1,...,K \).

5. RESULTS

5.1 Available Data

After performing the first step of the data mining approach, only two residents have met the inclusion requirements in this study. The table below summarizes the results of the data selection.

The “out of the room” data was due to the resident being out of his apartment for more than three hours. We are currently working on an algorithm that will reliably detect when the resident is out of his apartment which will increase both the PP prediction accuracy and the amount of available data.

<table>
<thead>
<tr>
<th></th>
<th>Total records</th>
<th>Out of the room</th>
<th>Total data set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>93</td>
<td>52</td>
<td>41 (30 PP ≥ 60)</td>
</tr>
<tr>
<td>Female</td>
<td>139</td>
<td>49</td>
<td>90 (35 PP ≥ 60)</td>
</tr>
</tbody>
</table>

Table I. Results of data selection.
5.2 The Results of the First Approach: using the PP Trend to Predict the Abnormal Clinical Events

We have tested various combinations of the three available sensors (motion, heart rate and restlessness) during day and/or night time. The average relative errors for the tested combinations for the two available residents (Male and Female) are given in Table II.

The average relative errors from Table II are mostly below 10% which denotes that the PP trend can be predicted reasonably well. The day and night total motion (2 variables, row 1) seem to predict best the PP trend in both cases. The resulting PP plots for this case are shown in Figure 2 and 3.

By inspecting the figures 2 and 3 we see that there are regions (circled) where the predicted PP trend differ significantly from the measured trend. Our hypothesis is that during those periods of time the subjects had experienced settled changes caused maybe by some other clinical events not related to blood pressure, idea that was partially confirmed by the medical records. The unconfirmed discrepancies might be due to the tendency of the elderly of not reporting what they consider

<table>
<thead>
<tr>
<th>No.</th>
<th>Sensor type</th>
<th>ARE for Male [%]</th>
<th>ARE for Female [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>motion</td>
<td>3.1</td>
<td>8.5</td>
</tr>
<tr>
<td>2</td>
<td>motion + restlessness</td>
<td>3.8</td>
<td>9.8</td>
</tr>
<tr>
<td>3</td>
<td>motion + restlessness + heart rate</td>
<td>10.5</td>
<td>11.5</td>
</tr>
<tr>
<td>4</td>
<td>motion + heart rate</td>
<td>7.4</td>
<td>10.7</td>
</tr>
<tr>
<td>5</td>
<td>Restlessness + heart rate</td>
<td>4.2</td>
<td>15.5</td>
</tr>
<tr>
<td>6</td>
<td>day motion + day restlessness</td>
<td>3.7</td>
<td>9.2</td>
</tr>
</tbody>
</table>

Figure 2. The predicted and measured pulse pressure for the Male resident.

Figure 3. The predicted and measured pulse pressure for the Female resident.
minor events. We especially observed this fact in our Male resident who, for the last part of 2006, described his nights in his health journal as “same old night”. It turned out that, in fact, his health was deteriorating and he passed away several months later.

Using the threshold of one standard deviation ($c=1$) from the measured PP trend we predicted 5 of the 33 measured elevated PP events for the female resident with 17 false alarms, while none of the 26 incidents were predicted for the male resident and no false alarms. By lowering the threshold to $0.5\sigma$ we predicted 11 of the 33 elevated PP events with 60 false alarms for the female and 2 out of 26 with 3 false alarms for the male resident, respectively. The false alarms include predicted elevated PP events that might have been right but no blood pressure measurement was taken because the resident did not complain that he was not feeling well. While this approach does not seem to predict well the elevated PP episodes, we believe that the trend comparison might be used for detecting unreported periods of time when the resident does not “feel well”.

5.3 The Results of the Second Approach: using Classifiers to Predict Abnormal PP

In the second approach, we used three classifiers: SVM, robust linear regression and neural nets to predict abnormal PP events. Here, we used only the measured PP samples trying to predict if the measurement is elevated or not. A false alarm here signifies that we predicted a measurement to be elevated when it was not. In this experiment we used four features ($M=4$): night motion, day motion, night restlessness and day restlessness. For SVM, we did not compute the ROC curve (we show just one pair {true positive rate, false positive rate}). A comparison of the three algorithms is shown in Figure 4.

The above ROC curves show an average AUC of about 0.8. This result gives us a reason to further investigate this method.

6. CONCLUSIONS AND FUTURE WORK

The main purpose of this project was to find a link between the sensor data generated by the in-home monitoring system in place at TigerPlace and vital signs, i.e. pulse pressure, of participants connected to the sensor network. Different classification
algorithms including neural network, robust linear regression, and SVM have been applied to two data sets corresponding to a male and female living at TigerPlace. The results suggest that the bed restlessness and motion levels may be used to predict elevated pulse pressure in elderly between two nursing appointments.

However, more data and more subjects are necessary in order to support the results of any of the previous methods. We are currently taking daily measurement of the blood pressure of several residents connected to the in-home monitoring system. We hope to accumulate several months of daily sensor data and blood pressure measurements together with all the significant clinical events. In addition, a result fusion (ex. using a 2-out-of 3 voting scheme) might substantially reduce the false alarm rate. Also, other machine learning algorithms such as AdaBoost can be used in conjunction with the SVM and neural network algorithms to improve their performances.

Other improvements are related to factors that influence the sensor readings such as the presence of visitors, the time out of the apartment and the sleep duration that we only partially accounted for. We are currently working on algorithms to detect and correctly integrate the above factors.
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