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Abstract—In this paper, we propose a webcam-based system for
in-home gait assessment of older adults. A methodology has been
developed to extract gait parameters including walking speed, step
time, and step length from a 3-D voxel reconstruction, which is
built from two calibrated webcam views. The gait parameters are
validated with a GAITRite mat and a Vicon motion capture system
in the laboratory with 13 participants and 44 tests, and again with
GAITRite for 8 older adults in senior housing. Excellent agree-
ment with intraclass correlation coefficients of 0.99 and repeata-
bility coefficients between 0.7% and 6.6% was found for walking
speed, step time, and step length given the limitation of frame rate
and voxel resolution. The system was further tested with ten se-
niors in a scripted scenario representing everyday activities in an
unstructured environment. The system results demonstrate the ca-
pability of being used as a daily gait assessment tool for fall risk
assessment and other medical applications. Furthermore, we found
that residents displayed different gait patterns during their clinical
GAITRite tests compared to the realistic scenario, namely a mean
increase of 21% in walking speed, a mean decrease of 12% in step
time, and a mean increase of 6% in step length. These findings
provide support for continuous gait assessment in the home for
capturing habitual gait.

Index Terms—Computer vision, eldercare technology, gait anal-
ysis, passive monitoring, step length, step time, walking speed,
webcam.

I. INTRODUCTION

AIT characteristics have been linked with a variety of
medical conditions in clinical research [1], [2]. We are
particularly interested in gait analysis for fall risk assessment
in elderly people [3], [4] as part of the ongoing work toward

Manuscript received November 17,201 1; revised May 5, 2012 and November
5, 2012; accepted November 27, 2012. Date of publication January 23, 2013;
date of current version March 8, 2013. This work was supported in part by the
U.S. National Science Foundation under Grant 11S-0703692, and the Agency
for Healthcare Research and Quality under Grant ROIHS018477. The content
is solely the responsibility of the authors and does not necessarily represent the
official views of the Agency for Healthcare Research and Quality.

F. Wang is with Ansys Inc., Pittsburgh PA 15219 USA (e-mail: fwnf5@
mail.missouri.edu).

E. Stone, M. Skubic, and J. M. Keller are with the Department of
Electrical and Computer Engineering, University of Missouri, Columbia,
MO 65211 USA (e-mail: ees6c6@mail.missouri.edu; skubicm@missouri.edu;
kellerj@missouri.edu).

C. Abbott is with the Department of Physical Therapy, School of Health Pro-
fessions, University of Missouri, Columbia, MO 65211 USA (e-mail: AbbottC@
missouri.edu).

M. Rantz is with the Sinclair School of Nursing, University of Missouri,
Columbia, MO 65211 USA (e-mail: rantzm @missouri.edu).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/JBHI1.2012.2233745

building an integrated in-home health monitoring system for
seniors [5]. Falls are a major cause of morbidity among the
elderly, and in almost all incidences of falls, some aspects of
locomotion have been implicated. While monitoring the regular
day-to-day activities of seniors, we realized that it could be
extremely beneficial to study their gait, as walking is one of
the most natural physical activities and can be conveniently and
easily accommodated into an older adult’s routine. A change in
the gait profile over time may indicate that a person is more at
risk of falling. Thus, monitoring older adults” walk on a daily
basis using smart-home technologies, such as camera monitors
and walking sensors, can provide essential information on the
changes of functional status.

Continuous gait assessment has clear advantages over the
clinic-based tests that may not always provide an accurate and
complete picture of the elder’s true physical condition, since the
tests can only be done on a limited interval; furthermore, many
older adults are never assessed for fall risk in any setting. Also,
the clinical walkway is not representative of the complex envi-
ronment within which an elderly person must function. There
is a need for a low-cost passive sensor system to provide a
reliable, quantifiable method of monitoring gait parameters in
seniors’ daily activities. Such a system can potentially be used
to recognize elderly people at risk of falling, identify diagnostic
measures that are predictors of fall-prone elderly, detect subtle
gait changes early so that effective interventions can be made in
a timely manner to prevent or reduce severe health outcomes,
and accurately measure the effects of medical interventions.

In the next section, we discuss related work in this field.
Section III gives a detailed description of the gait analysis
methodology. Section IV presents validation experiments and
results conducted in the research laboratory and in a retirement
community. Section V describes the in-home realistic scenario
testing of the system with elderly participants. We offer discus-
sion in Section VI, and conclude in Section VII.

II. RELATED WORK

Fall risk assessment of community-dwelling older adults
based on functional assessment instruments [6] has become
common, and is most widely performed by physical therapists
in an outpatient setting. Studies have shown that these clinical
tests can be subjective and sometimes inconsistent, especially
when the testers are inexperienced [7], [8]. In addition, they
are usually not administrated often enough to identify problems
while they are still small to facilitate timely interventions. There-
fore, new technologies are necessary to give a more detailed gait
and balance assessment.

2168-2194/$31.00 © 2013 IEEE
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A gait laboratory [9] typically uses a combination of these
technologies to evaluate the biomechanics of gait: a marker-
based motion capture system, force plates, an electromyogra-
phy system, and a pressure sensitive electronic walkway. The
systems used in a gait laboratory provide very accurate descrip-
tions and models of gait. However, these expensive systems
must be installed in appropriate rooms and can only be operated
by specially trained personnel. There is, therefore, a clear need
for an inexpensive, unobtrusive, and easy-to-use system, which
allows continuous and quantitative analysis of gait patterns out-
side the laboratory.

With the advancements in technology, researchers have at-
tempted to deploy different techniques for continuous gait as-
sessment with varying degrees of obtrusiveness. Among the
most studied techniques are those using wearable accelerome-
ters and gyroscopes. The sensors have also been employed for
different purposes: monitoring activity, assessing standing bal-
ance, detecting falls, capturing postural orientation, classifying
activities, and estimating metabolic energy expenditure [10].
Many wearable systems have demonstrated accuracy and pre-
cision, but suffer from limitations such as short battery life,
the need to download the data or introduce additional hardware
for wireless data collection, and the inconvenience of both a
wearable device and having to remember to wear a device. For
these reasons, wearable devices are currently inadequate for
long-term, in-home, unobtrusive monitoring.

Recently, more research has focused on the unobtrusive home
monitoring of elders to determine speed of walking to detect
early changes in cognitive function. Low-cost passive sensor
systems for gait assessment, such as inexpensive passive infrared
(PIR) motion sensors, are used for continuous and unobtrusive
assessment of mobility and walking speed in the home [11].
However, such systems can provide only walking speed as the
single gait parameter. A home-based footmat system using Flex-
iforce sensors is proposed in [12] to capture gait characteristics
of people especially elderly in their daily life. Both of the afore-
mentioned systems face challenges such as tracking individuals
in multioccupant dwellings.

Video sensors are a rich source of information that can be used
for gait analysis; vision-based gait analysis has been an active re-
search topic in the computer vision community. Applications for
vision-based gait analysis fall into the following categories: gait
recognition as a biometric, gait classification to distinguish be-
tween different types of activities such as walking, running, and
jumping, and as an assessment tool in elder care, rehabilitation,
and sports activity. A good background review on vision-based
human motion analysis techniques is provided in [ 13], [ 14]; both
model- and nonmodel-based methods are used. For the model-
based method, a human body shape model, such as stick models,
contour models, and volumetric models, is established to match
real images to the predefined model, and thereby extracting the
corresponding features once the best match is obtained. For the
nonmodel based method, image structure correspondence be-
tween successive frames is based upon features related to pre-
diction, velocity, shape, texture, color, etc. Some studies have
been done on silhouette-based human gait analysis using 2-D
silhouettes [15]-[17]. In most of the studies, either people are
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Fig. 1. Webcam gait assessment system overview.

limited to walk normal to the viewing plane, as major gait in-
formation is available in a sagittal view, or walking directions
have to be restricted because the test images need to be taken
from roughly the same viewing angle as the training images.
Considering the limitation of the existing systems, and ad-
dressing the need of in-home gait assessment as described, we
have developed an inexpensive two-camera system using a 3-D
human representation to eliminate the constraint of a controlled
walking path [18], [19]. The idea of approximating an object’s
shape from intersection of visual cones has been introduced
by Baumgart [20]. Problems existed such as concavities which
were later described by the visual hull [21]. Today, the idea con-
tinues to be widely used as a basis for many approaches to 3-D
photography, or the acquisition of high-quality geometric and
photometric models of complex real-world objects [22], [23].
In our study, we are assisted by volunteer elderly residents
at TigerPlace, a retirement community with the aim to help
residents age in place, stay active, and remain healthy.

III. GAIT ANALYSIS METHODOLOGY

The system overview of the webcam gait assessment system
is shown in Fig. 1. Each component is further discussed in detail
in the following sections. The computationally expensive parts
of the system are the voxel reconstruction from silhouettes. Cur-
rently, the system utilizes the graphics processing unit (GPU)
to speed execution and can run in real time at up to 8 frames a
second.

A. 3-D Voxel Reconstruction From Silhouettes

Silhouette extraction is performed first to segment the human
body from the background. This is not only a necessary step
for the voxel reconstruction, but also protects the privacy of the
residents. The ultimate goal for this technology is to monitor
elderly persons’ gait patterns in their homes. Our studies con-
ducted in TigerPlace have shown that this type of silhouette
shape extraction can alleviate privacy concerns associated with
the use of cameras [24].

Before silhouette extraction can occur, an accurate back-
ground model must be acquired. The background is defined
as any nonhuman static object. Images are preprocessed for
pixel noise removal, features based on histograms of texture
and color are extracted, and the mean and standard deviation of
a single Gaussian are recorded for each pixel. After the back-
ground model is initialized, regions in subsequent images with
significantly different characteristics from the background are
considered as foreground. Areas classified as background are
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Fig. 2. (a) Two raw camera images monitoring the same scene of one
subject walking on the GAITRite in the laboratory. (b) Human silhouettes.
(c) Reconstructed 3-D voxel person.

also used to update the background model. Shadows are re-
moved using a modified hue, saturation, and value (HSV) color
space procedure [25].

A voxel is a 3-D volume element (a nonoverlapping cube) re-
sulting from the discretization of the environment. In this study,
the voxel resolution is 1x1x1 in (2.54 cm). Our 3-D human
model, called the voxel person, is constructed in voxel space by
back projecting silhouettes from multiple camera views based
on camera calibration performed a priori. The camera calibra-
tion including intrinsic and extrinsic parameters is done using
the camera calibration toolbox from [26]. Given the intrinsic
and extrinsic camera model, the calibrated view vector of each
pixel in each camera can be determined for silhouette back pro-
jection. Back projection of the silhouette of a single camera i
resulted in voxel set v}. The back projection of the two sil-
houettes {v},v}} are combined by intersection, forming a 3-D
human model v; = v} N ;. The voxels that belong to voxel
person at time ¢ are v; = {v; 1,v;9, ..., v, }, where the center
position of the ith voxel v, ; = (x;, y; 2;). An illustration of sil-
houette extraction and the voxel person reconstruction process
are shown in Fig. 2. Our goal is not to build a highly detailed
body representation, but to obtain features that could be used
to extract useful gait parameters. We build a relatively low-
resolution voxel model without explicitly tracking body parts
and joints. It is computationally efficient, suitable to run unsu-
pervised in real-world environments for long time periods, and
helps to preserve the residents’ privacy.

The previous discussion is based on the assumption that good
human silhouettes are available. In an unstructured daily living
environment, it is inevitable to have artifacts such as moving
objects and lighting changes. A method has been proposed by
Stone [27] to improve silhouette extraction using the following
two features. The connected component usage (CCU) is used to

Fig. 3. Elderly participant during an in-home scenario test (see Section V).
Color features are used to track the human in a two-person scenario.

Algorithm 1: walking sequences selection
For each input frame
If (a good voxel frame according to rule 1-3)
If (continuous)
Add to the current existing walk sequence
Else
Start a new sequence
Keep the previous sequence if the length is greater
than T, second

remove voxel objects that are the result of intersecting connected
components from different real-world objects. The voxel objects
volume is used to remove voxel objects which are either too
small such as a small moving object or too large to be human
such as artifacts resulting from quick, large scene changes due
to lighting changes or large moving objects.

The system aims to monitor seniors in a single- or dual-
resident environment. Color histograms of each connected com-
ponent representing a person in the silhouette images are used to
differentiate one person from another in a two-person scenario
as shown in Fig. 3.

B. Video Segmentation for Gait Analysis

When presented with a large amount of video information of a
person’s daily activities, it is necessary to locate the images suit-
able for gait analysis. Even though occlusion is a common issue
facing computer vision approaches, unlike critical monitoring
such as fall detection, it can be overcome in our application, as
long as some good walking sequences can be identified. When
this technology is deployed in a home, identifying a few good
gait sequences a day would be sufficient to serve the gait moni-
toring purpose.

We propose to use the voxel person’s velocity, foot region
projection, and height features to segment the input video into
walking sequences. The criteria of “good” voxel frame input
used in Algorithm 1 are defined based on the following rules:

1) velocity is above a predefined threshold 7, ;

2) projection of the foot area is above threshold 77 ;

3) voxel person height is above threshold 77, .

Rule “2” is to ensure that the foot regions are not occluded.
And rule ““3” is to ensure that the person is in a standing position.
The selection of threshold may vary slightly from person to
person as the person’s height and average walking speed vary.
In our experiment, we have chosen T’y = 300 cm?, T, =25 cm/s,
and 7}, = 0.85"height. In addition, the walking sequence length
threshold 7; = 3 s as used in Algorithm 1.
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C. Extraction of Gait Parameters

The gait parameter definitions commonly used in clinical
gait analysis are listed below for reference purposes. These
definitions are used by the GAITRite system (CIR Systems
Inc.), one of the ground truth systems, and only used to guide
our webcam system’s proper estimation of these parameters.

Walking speed/velocity: Distance traveled divided by the am-
bulation time.

Step time: Time elapsed from the first contact of one foot to
the first contact of the opposite foot.

Step length: The step length of the right foot is defined as the
distance between the center of the left foot to the center of the
right foot along the line of progression.

In this paper, unless specified, the step time and step length are
the averages of the right and left feet. With the low frame rate [5
frames per second (fps)] and low voxel resolution (1 in cube), the
webcam system is not able to detect the exact first contact of the
foot and the center of the foot as stated in the clinical definitions,
but rather, as shown later in the section, relies on the variation of
the 3-D reconstructed foot region for step recognition, and then
computes the associated gait parameters. In the time domain,
each step time segment based on the first foot contact used
by the GAITRIite is likely not to align exactly with the one
estimated by the webcam. However, through the study, we have
found that this exact alignment of the two systems is not critical
in determining the statistical average step time and step length.
The low-cost webcam system is able to accurately estimate these
gait parameters compared to the ground truth.

1) Walking Speed/Velocity: The voxel set belonging to the
voxel person at frame ¢ is v, = {v1 4, v2,, ..., vp, }, with voxel
center position of voxel v;; at (z;,y; z;). The voxel person
centroid C'; at time ¢ is

1 P
Ci=3 ; Vi (1)

where P is the total number of voxels belonging to the voxel
person at frame ¢. The centroid represents the 3-D location of
the person at a given time. The distance D; a person traveled
from frame ¢—1 to ¢ in the 2-D space is computed as (2)

Df, = ||Ci (xvy)ict—l(z7y)”‘ (2)

!
i D
(T'-T) >

where the time interval (T '-T) is obtained from the image time
stamp information.

2) Step Recognition for Step Time and Step Length: In order
to compute step time and step length, the steps must first be
accurately recognized. The voxels with a height below 4 in
from the ground plane are used to capture foot motion. They
are projected onto the 2-D space as shown in Fig. 4(a) and (c).
The solid line represents the length from the front of one foot
to the end of the other foot. It is projected along the walking
direction, which is obtained from the voxel person’s centroid
in adjacent two frames of the current frame. As illustrated in
Fig. 4(b), this length alternatively expands (shown as peaks)
and contracts (shown as valleys) over time as the person’s feet

The average velocity V' can be computed as V' =
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Fig. 4. (a) Illustration of a peak frame, i.e., feet are apart. Left: voxel person
representation. Right: top view of the foot region projection. (b) Step length
variation at different frames. (c) Illustration of a valley frame, i.e., feet are
together. Left: voxel person representation. Right: top view of the foot region
projection.

spread and close during the gait cycle. The number of steps S
is obtained directly from the number of peaks representing the
number of gait cycles [see Fig. 4(b)]. The average step time T’
of a walk sequence is then calculated as

T7-T

Ii=—5— 3)

The average step length L is then calculated as
L=V xT,. “

D. Reference Systems: Vicon and GAITRite

To validate the web camera system, we used both a Vicon
motion capture system with a high degree of precision [28]
and a GAITRite mat with proven reliability and validity [29]
as ground truth. Gait parameters are extracted for the Vicon
system, while the GAITRite software outputs the results.

The commercial 3-D motion analysis system, Vicon MX, al-
lows for very accurate measurement of movement, using reflec-
tive markers and seven cameras simultaneously. The cameras
send out infrared light signals and detect the reflection from
the markers attached to the toe of both shoes. Based on the an-
gle and time delay between the original and reflected signals,
it tracks the movement trajectories of the reflective markers in
3-D space. The Vicon cameras sampled at 50 Hz were properly
calibrated according to the manufacturer’s instructions prior to
data collections. The key in analyzing the Vicon data is the
accurate detection of the contact of the footfall by monitoring
the foot markers’ location M () at time ¢. A footfall is a mo-
mentarily stationary location of the foot based on a threshold:
| M (t) — M(t — 1])< threshold. The threshold is set to 2 mm in
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each of the 2-D directions. Once the footfalls are identified, the
gait parameters can be easily extracted.

The commercial GAITRite system used in the experiment is
an electronic walkway that comprises a series of pressure ac-
tivated sensor pads inserted in a grid. The sensors are placed
1.27 cm apart with a total of 18 432 sensors. Spatial and tem-
poral footfall data from the activated sensors are collected by
on-board processors and transferred to the computer with ap-
plication software that calculates various gait parameters for
individual footfalls as well as an overall average for each pa-
rameter. The average step time and step length for the GAITRite
used in the later analysis is obtained through the average of these
parameters’ readings of the right and left feet. The sampling rate
of the system is 120 Hz.

IV. VALIDATION EXPERIMENTS

The purpose of the validation experiments was to determine
the accuracy, reliability, and validity of the web camera gait anal-
ysis system. The validation experiments have been conducted
in two stages: 1) in a laboratory setting with both the Vicon
motion capture system and the GAITRite as ground truth and
then 2) with elderly residents in a realistic home environment at
TigerPlace using the GAITRite as ground truth.

A. In-Lab Validation

1) Experimental Setup: Experiments were conducted in the
laboratory, where subjects walked across the GAITRite mat
of effective length 16 ft (4.9 m) at various speeds while the
Vicon motion capture cameras recorded the motion of reflective
markers attached to the toe of both shoes as well as the back
of the subjects, and two calibrated web cameras captured the
images [see Fig. 2(a)]. Unibrain Fire-i digital cameras were
used. The images are recorded at a frame rate of 5 fps, with an
image resolution of 640 x 480 pixels.

Thirteen healthy subjects (age 25-60, mean 36.8, SD 14.8)
from the research team participated. Subjects were instructed to
walk in various walking patterns, including normal speed, fast,
slow, and limping. Each subject was tested multiple times for
each walk. In total, there are 44 test runs. The experiment has
incorporated a wide range of subject age and gait parameters to
test the system’s reliability and validity.

2) Results: The test results are shown in Fig. 5; Tables I
and II list the comparison among the web camera, GAITRite
and Vicon systems for walking speed, step time, step length,
respectively. Intraclass coefficients (ICCs) of type (2,1) and the
repeatability coefficient (RC) were used to evaluate the level of
agreement between the webcam and Vicon, and between the we-
bcam and GAITRite. The Bland and Altman RC was calculated
as 1.96 times the standard deviation of the difference between
the two systems under comparison. The difference between the
two measurement systems is expected to be less than this coef-
ficient with a probability of 95%. The RC was also calculated
as a percentage of the average values of the two measurement
systems. Paired ¢-tests were used to determine the systematic
difference between the two systems.
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Fig. 5. In-lab validation results. (a) Velocity, (b) step time, (c) step length
results for the webcam, GAITRite, and Vicon systems. The test runs are sorted
by velocity in ascending order.

TABLE I
WEBCAM AND VICON IN-LAB COMPARISON
Webcam Vicon ICC RC
Mean(S.D.) Absolute  %Mean
Velocity (cm/s) 104.7(40.4) 104.5(40.4) 0.99 4.4 4.2
Step time (s) 0.62(0.15)  0.63(0.15) 0.99 0.03 54
Step length (cm) 60.1(14.5) 60.6(14.3) 0.99 4.0 6.6

ICC: Intra-class coefficient; RC: repeatability coefficient.

TABLE 11
WEBCAM AND GAITRITE IN-LAB COMPARISON
Webcam  GAITRite  ICC RC
Mean(S.D.) Absolute %Mean
Velocity (cm/s)  104.7(40.4) 104.6(404) 099 44 4.2
Step time (s) 0.62(0.15) 0.63(0.15) 099 0.03 4.7
Step length (cm)  60.1(14.5) 60.5(14.2) 099 3.8 6.4

ICC: Intra-class coefficient; RC: repeatability coefficient.

Gait parameters obtained from the tests cover a large vari-
ation: velocity ranges from around 40 to 180 cm/s, step time
from around 0.4 to 1 s, and step length from 27 to 180 cm.
Excellent agreement between the Webcam system and Vicon,
and between the Webcam and GAITRite systems are achieved.
Mean values of all gait parameters are very close. Paired ¢-test
results showed that the differences between the two measure-
ment systems under comparison are not statistically signifi-
cant (p> 0.05 for all comparisons). The ICC of 0.99 demon-
strated an excellent level of absolute agreement between the
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two systems under comparison. RC is also small in magni-
tude further indicating close agreement between the systems.
For example, the absolute RC of 4.4 cm/s for velocity in
Table I indicates that the expected maximal difference between
the two measurement systems would be 4.4 cm/s on 95% of
occasions.

The set of validation experiments was designed to put the web
camera system under test with some extreme walking patterns as
demonstrated by the large variation in the gait parameters. The
test results provide confidence in the performance of the system
for a variety of gait patterns. Through the in-lab experiments,
we have learned that a camera frame rate of 5 fps is sufficient for
accurate step detection. Based on Nyquist—-Shannon’s theorem,
the Nyquist sampling rate needs to be twice the highest signal
frequency, which would translate to a 0.4 s step time for our web
camera system. Our results have shown that all the subjects’
step times are longer than 0.4 s. Considering the technology
application for elderly people, the current frame rate is adequate
to capture the step time accurately.

In addition, one test was performed specifically to verify the
performance of the system while the person is walking in var-
ious directions with respect to the camera locations and in a
nonstraight, noncontrolled walk path. In this test, a participant
is asked to wander around in a 10x8 ft area. The participant
walked a distance of 73 ft (22 m). Because of the random walk-
ing nature, a comparison of average velocity was made between
the webcams (77.4 cm/s) and the Vicon (77.6 cm/s) only. There-
fore, we believe that the system is well suited for an in-home
environment where the person’s walk is not confined to a fixed
path with respect to the cameras.

B. In-Home Validation With Elderly Participants

1) Experimental Setup: To further validate the system in
more realistic daily living settings with the target population, we
conducted the following experiments with elderly volunteers at
TigerPlace. Eight TigerPlace residents (age 81-94, mean 87, SD
4.3) have been recruited to participate in the experiments. All
provided informed consent. Some of them walk independently
and some use a cane. The GAITRite mat was moved to Tiger-
Place, and used as ground truth for the validation experiments
there. We placed the GAITRite mat at different angles with
respect to the cameras to test the camera system performance
under various viewing angles. The participants were instructed
to walk on the GAITRite mat at their preferred speed while web
cameras recorded images.

2) Results: The validation experiment results from the
TigerPlace testing are shown in Table III. Compared to the
results from the in-lab testing, the gait parameters have a much
smaller range of variation due to the subject age range and the
fact that subjects were asked to walk in their preferred velocities.
ICC and RC revealed that the webcam system has an excellent
match with the GAITRite system. These results give us confi-
dence in the web camera system performance and accuracy in a
realistic daily environment.

TABLE III
WEBCAM AND GAITRITE IN-HOME COMPARISON
‘Webcam GAITRite  ICC RC
Mean(S.D.) Absolute JoMean
Velocity (cm/s) 77.8(8.6) 77.8(8.6) 0.99 2.1 0.7
Step time (s) 0.60(0.07)  0.61(0.07) 0.99 0.03 1.3
Step length (cm) 46.4(4.5) 46.7(4.9) 0.99 1.65 0.9

ICC: Intra-class coefficient; RC: repeatability coefficient.

V. TESTING WITH ELDERLY PARTICIPANTS
IN A REALISTIC SCENARIO

A. Study Overview

The purpose of this study is to simulate normal daily activities
in order to investigate the feasibility of developing and eventu-
ally deploying such vision technology for continuous eldercare
gait assessment in the home.

Ten elderly volunteers (four females and six males, age 83—
98, mean 90, SD 5) from TigerPlace were again recruited to
participate in a scripted scenario with realistic daily activities
with only web cameras recording. All provided informed con-
sent. The scenario involves a two-person environment and is
designed to include common everyday activities that also pro-
vide the type of information needed to assess physical function
of older adults.

In the repairman scenario, the elderly resident enters the door,
walks into the room, then returns to the door to pick up the
newspaper, and comes back to the room. The resident sits down
and starts to read the newspaper, but remembers his glasses.
He stands up, retrieves his glasses, and comes back to sit down
on the chair. The resident reads the newspaper, then stands up,
comes to the middle of the room, and stretches in the forward
and lateral directions. The repair person knocks on the door and
comes in. The resident stands and chats with the repair person
for 30 s. The repair person puts down his tool box and goes
to check the window that needs to be fixed. The resident steps
around the tool box and leaves the room.

The scenario is explained to each volunteer resident in de-
tail before the recording. A research team member plays the
repairman role and is present to provide step-by-step instruc-
tions during the data collection. The residents are not required
to memorize any step. Each resident completed two runs of the
same scenario consecutively, with each run taking 5 min or so
depending on the subject’s speed. Volunteer residents are given
gift cards for their participation and seem to enjoy their roles
as paid actors. An example of a participant in a scenario run is
shown in Fig. 3.

B. Gait Assessment With a Realistic Scenario

The walking sequences are segmented automatically from
the scenario videos using algorithm 1. During the two-person
scenes, the two persons are differentiated and tracked using color
features of the foreground components in the silhouette image.
There are 13-15 segmented walk sequences for each subject in
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Fig. 6. Comparison of the scenario results (mean and standard deviation) with
a clinical test results using the GAITRite. The participant IDs are sorted based
on gender and velocity. Female ID 1-4; male ID 5-10. (a) Velocity. (b) Step
time. (c) Step length.

each test run. For each walk sequence, the gait parameters of
average velocity, step time, and step length are extracted. These
parameters are then summarized to obtain the mean and standard
deviation for each participant, as presented in Fig. 6. The gait
parameters of a separate clinical GAITRite test conducted apart
from the webcam system study for these participating residents
during the same time period were also collected and are shown
in Fig. 6 for comparison purpose.

1) Fall Risk Assessment: Fig. 6 clearly displays the gait pa-
rameters of the ten participants over a short-term monitoring.
Such information can be used for fall risk assessment to identify
older adults with a high risk of falling.

First, as seen in Fig. 6(a), the walking speed for the ten
elderly participants in the scenario ranges between 34.8 and
74.5 cm/s. ID5, who uses a cane, walks substantially slower
(mean = 37.9 cm/s, SD = 4.4 cm/s) than the rest of the partic-
ipants whose walking speeds are near or above 60 cm/s within
1 standard deviation. It has been reported that walking speeds
< 60-70 cm/s are strong risk factors for poor health outcomes
for community dwelling older adults [30], [31]. Second, partic-
ipant ID5’s step time is among the longest and his step length is
among the shortest in the group. Finally, the continuous moni-
toring has revealed that ID5’s walking speed has little variation
(with a smaller standard deviation), but his step time and step
length have larger or comparable variations (with a larger stan-
dard variation) compared to other participants in the group. It

implies that he consistently walks slowly, or in another words,
he is not able to walk faster, but his walk has a lot of variation
in terms of step time and step length. From studies shown in [4]
and [32], low walking speed, short step length, and large stride-
to-stride variation are all warning signs of a faller, or someone
at higher risk of falling that may need medical intervention.

This study has clearly demonstrated the potential capability
of the webcam system for gait analysis in fall risk assessment.
It could be used to provide a clear day-to-day picture of the
person’s gait status, and can be used by clinicians to screen
fallers in a timely manner.

2) Scenarios Versus Clinical-Based Tests: Through this
study, it has been observed that the clinical tests have a mean
increase of 21% in walking speed, a mean decrease of 12% in
step time, and a mean increase of 6% in step length compared
to the scenario tests. Six participants including one female and
five males have substantially faster walking speed in clinical
testing than in the scenario. Five of them (ID 4, 6, 7, 8 and 10)
have a clinical test walking speed above the 95% confidence
interval (CI) of the scenario speed. The faster walking speed
was achieved by taking faster and larger steps based on the in-
formation from Fig. 6(b) and (c). The clinical walking speed of
the other four participants (ID 1, 2, 3, and 5) followed closely
to their mean speed in the scenario.

The scenario data show that velocity has a Pearson correlation
coefficient of 0.55 on average with the walking distance. This
implies a moderate correlation between the two, namely that
the subjects walk somewhat faster when they walk a longer
distance. The walking distance in the scenario runs is 5.97 m
(SD 1.26 m), while in the clinical GAITRIite tests it is 4.40 m
(SD 0.20 m). All subjects participated in the scenario in the
same room, with a similar walking distance. Considering that
the walking distance in the scenario is on average longer than in
the GAITRIite runs, we believe that the walking distance is not a
major contributing factor for the difference observed in walking
patterns. The participants who walk faster in clinical tests are the
ones who have a higher walking speed in their gender group.
So they are able to walk faster when they are being tested,
while the slow walkers seem to stick with their mean speed.
We, hence, believe that the walking pattern change between the
short-term continuous scenario monitoring versus the one-time
clinical tests could possibly be the Hawthorne effect, which is a
form of reactivity wherein subjects improve some aspect of their
behavior while being measured simply in response to the fact
that they are being watched, not in response to any particular
experimental manipulation [33], [34].

The aforementioned findings provide support of the impor-
tance and advantage of continuous gait assessment in a daily
living environment versus a snapshot clinical testing.

VI. DISCUSSION

The proposed low-cost webcam-based in-home gait assess-
ment tools have been validated and shown to accurately estimate
the walking speed, step time, and step length compared with
ground truth GAITRite and Vicon systems in the laboratory and
in the realistic living environment, with intraclass correlation
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coefficients of 0.99 and RCs between 0.7% and 6.6% for walk-
ing speed, step time, and step length even with the limited frame
rate and voxel resolution.

We have further tested this practical gait assessment tool
in a senior housing environment with volunteer residents in
a scripted scenario, and compared their gait parameters with
clinical test results. We have found that clinical tests have a mean
increase of 21% in walking speed, a mean decrease of 12% in
step time, and a mean increase of 6% in step length compared
to the scenario tests. The difference in gait patterns observed
provides further support of the importance and necessity to have
an in-home daily gait assessment tool that can monitor the older
adults’ gait continuously. The system can provide real pictures
of the seniors’ gait status while in their own environment which
are very valuable, and currently unavailable to clinicians.

Our proposed system includes two low-cost webcams and
a GPU computer, estimated today at about $1000. With the
technology development, the cost of the system will continue to
drop and performance will continue to improve. It can eventually
be deployed widely at a low cost. In the long term, the system is
less expensive than repeated clinical testing, and provides more
detailed daily results.

Gait speed can serve as a geriatric vital sign [35]. Slow walk-
ing speeds are associated with poor general health, falls, low
physical and cognitive functioning, and other adverse health out-
comes in older adults [36]. Recent studies show that gait speed
was associated with survival [37], and may help predict the risk
of short-term complications following cardiac surgery [38] in
older adults. We see great potential in using this low-cost system
for health monitoring besides the fall risk assessment. Although
this study only demonstrated short-term monitoring, we foresee
using the gait assessment tools developed in this research for
longitudinal studies and detecting the trends and changes of gait
characteristics.

Assistive devices used for walking impose challenges in the
video-based gait analysis. Several elderly participants in the
study used a cane that did not affect the performance of the
system. Although not specifically studied, walkers are expected
to have little effects on speed estimation. However, the step time
and step length cannot be accurately estimated using the method
described here because the foot area cannot be accurately
reconstructed.

Long-term in-home monitoring is expected to be more chal-
lenging than the laboratory setting and the short-term in-home
monitoring demonstrated in the study, due to the complexity of
the real-world environment. The work reported here is a first
step toward investigating the feasibility of using such a system
in an unstructured home setting. Although the positive results
demonstrated the feasibility of deploying such systems in an
elderly resident’s home, there are issues to be addressed in our
future research. One of them is resident identification. With the
rich information from video images, we are working to develop
algorithms using color, static, and dynamic gait information,
such as height, speed, and body shape to differentiate residents
in a multiresident apartment, and to differentiate residents from
visitors. Occlusion could be another issue in a clustered home
environment. As mentioned earlier, the system is not expected to

perform gait assessment on every single walking sequence. It is
sufficient to identify and analyze a few good walking sequences
a day using the rule-based video segmentation approach pro-
posed. Strategic placement of the web cameras, such as a hall
way or other open living areas in the home, can also help to
optimize the system’s performance. In many of the cases when
the human bodies are partially occluded by furniture, often the
feet regions from the web cameras’ view, walking speed can still
be estimated properly, but steps cannot be recognized using the
proposed method. We are in the process of testing the system in
ten senior apartments for two years and will report the results
as the study proceeds.

VII. CONCLUSION

In this study, we have proposed and validated a low-cost we-
bcam system for passive and continuous in-home gait assess-
ment. Using 3-D voxel data without explicitly tracking human
body parts is computationally efficient, eliminates the constraint
of walking path direction, helps to preserve the residents’ pri-
vacy, and makes this technology especially suitable for passive,
long-term use in an unstructured daily living environment. Our
findings include the following: 1) the system has achieved a high
accuracy based on in-lab and in-home validation with ground
truth; 2) the system provides a clear overview of the person’s
daily gait parameters, and has a good potential to be used to iden-
tify people at high risk of falling; and 3) large differences in gait
patterns have been observed between the in-home tests versus
clinical tests. The aforementioned findings support the feasibil-
ity and necessity of deploying such systems in an elderly home.
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