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Abstract—Every year, many older adults are at risk for
falling, especially in the dark. Infrared lighting provides a non-
intrusive lighting in the dark and our research shavs a
technique of segmenting human activities using fugzclustering
of image moments even in the dark. While our reseah is still
in the preliminary stages, it shows promise of bem able to
detect several different activities and in the futee might
prevent several falls from taking place.

. INTRODUCTION

privacy concerns of elderly persons participatimg aur
studies and increase their willingness to accemtewi
monitoring systems in their households [14]. Frdmase
silhouettes, image moments are extracted, whichtlza
clustered to produce fuzzy labels in the basic vagti
categories.

Clustering is in itself a very fuzzy concept [2]efending
on the clustering algorithm implemented, the cidter
function to be optimized changes, and the natuceshape

ALL risk assessment has been a goal of our researgh the clusters vary. Hence, a key concept in etirsg,

[1] as we continue to conduct experiments at Tig
Place, an “aging in place” facility for the elderiMcMurdo
et al. [17] & Girardi et al.
experiments under indicating the severe fall riskoler
adults under insufficient lighting conditions. Hoves,
nocturnal activities are an important aspect
independent lifestyle. This creates a need for esllance
techniques which can be implemented in the absafce
light. Maadi and Maldague [20] conducted a studyicWwh
first subtracts the background, then classifieseadtisj and
finally tracks the objects. The tracker employsrative
systems of location predication (for the next franaad
correction based on the location of detected objectthe
current frame. To compensate for global motionel8tand
Aggarwal [1] used a multi- resolution scheme basedhe
affine motion model for detecting independent mgvin
objects using forward looking infrared (FLIR) caa®

In our system, background subtraction techniquésgus
Mixture of Gaussian models with texture features ased
on the raw image data to separate the foregrownd the
background, and the resulting silhouettes are thkan as
input to the automatic activity segmentation syst&imce
our goal is to build an automated video surveillasgstem
to continuously monitor elderly persons as theyfqrer
their day-to-day activities, we maintain their @y by
using silhouettes instead of raw images for furtealysis.
It has been shown previously that silhouettes aidthe
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[18] conducted several

dpzzy or otherwise, is that no clustering resultright or

wrong. Depending on the data set, there can beraeve
possible results, each of which is correct. Thesiéswill be
revisited later in this paper.

Oikonomopoulos et al. [3] used visual operatoiseblaon

of afptical flow techniques and B splines for activiggognition

of running, jumping, walking and other activitid¢sowever,
the final classifier used was the Relevance Vektachine
which is supervised in nature, thus requiring latdtaining
data. In another approach for activity segmentatBiauffer
et al. [4] proposed clustering the RGB values ofefs to
detect background changes, but the activities vaenatified
using a huge data base with prototypes of all tevites
which essentially made the segmentation more sigaehin
nature.

While clustering was employed in some of the above
mentioned techniques and silhouettes were extraated
others, none of them use the combination to segment
activities. Our previous work [5] describes our wer using
fuzzy clustering techniques in identifying sit-ttaussd frames
using image moments on visible light data and hapired
the work described in this paper.

The remainder of this paper is organized as follows
Silhouette extraction and a description of the matmeised
for clustering is presented in Section Il. Secfibnlescribes
the fuzzy clustering techniques used for activihalgsis,
and Section IV describes the preliminary resultssgédection
of the image moments and number of clusters used to
initialize the algorithm. The experiments conducaed their
results are described in Section V. Finally, th@atasion
and future work are presented in Section VI.

Silhouette extraction is a background change detect
technique whose accuracy depends on how well the

SILHOUETTE EXTRACTION AND IMAGE MOMENTS



background is modele@he background subtraction mett

implemented in our workises color and texture featL and

employs shadow removafor greater accura. Finally,

binary morphological operations are usedill up holes anc

remove noisdrom the extracted silhouet. The technique
is explained in detail in [6].

After obtainingthe silhouettes from the image sequel
the next step in the algorithm is extracting imagements
as shown in the block diagram in Figurc Image moments
are applicable in a \@e range of applicatiorsuch as pattern
recognition and image encoding. @®of the most importar
and popular set of moments is the set of Hu Mom§gfits
These are a set of seven centrmimentstaken around the
weighted image centern particular, the first three F
Moments are more robuitan the other Hu Momelr in the
presence of noise and were used in this ana
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Fig. 1. Block Diagram of Algoritht

One of the most widely used set of image momeststea
Hu moments, which are sca#nd rotationinvariant which
make themextremely robust and applicable in differ
scenarios. However, they are nothogonal in natu; i.e.,
their basis functions are correlatedaking the informatia
captured redundant. In contrast, tEernike orthogons
moments comprisenage moments with higher performar
in terms of noise resilience, information redundancy
reconstruction capability.

The Zernike polynomialdn polar coordinate [8] are
given as:

Vin (1, 8) = Ry (r) * exp(jn@). 1)
The orthogonal radial polynomial is definec
m=|n|
R‘mn(r) = Zszzg (_1)SF(mﬁ n,s, T'), 2)
where
(m-s)! rm—Zs’ (3)
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For a discrete image, H,,, is the current pix«intensity (0 or
1 for binary images), théernike moments are given |

m+1

Apn = — Zx Xy Pxy* mn(Xr Y)»

4)
Three of the moments were used in this experi using
equation (4) with order, nZ 3, and 4 and angular
dependence, 15 1 and 2 respective These were selected
after implementing Principal Component Analy to see
which moments were most suitable for this applica The
clustering algorithmsised in the experimenare explained

in the next section.

Fuzzy clustering techniques aused to partition data on
the basis of their closeness or similarity usingzft
methodsAs opposed to the hard clustering means, here
element can belong to a certain cluster with vayyegree:
of membership. fle Gustafson Kess [16] fuzzy clustering
technique was implementedn the image momer
described above.

FUZZY CLUSTERINC

Gustafson Kessel clustering techni:

The Gustafson Kessel (GHIgorithm is an extension ¢
the Fuzzy C-Means algorithin which each cluster has its
own unique covariance matrix. This makes the algor
more robust and more applicable to various datawhich
contain ellipsoidal clusters of differeorientations and sizes
[13]. The basic clustering approach we use is well In
and has beesummarized here for completen:

Algorithm :

1. Fix ¢ = number of clustei& initialize the iteratior
counter t=1.

2. Initialize membership matrix U for all the de
points and for each of the clust  (The
initialization is explainedurther in this sectiol)

3. Do

4. Compute the clustereaters using equati (5).

N
Timq i E-15x;
N uga-1)

() = 5)

5. Compute the covariance matrices for each o
clusters as in equation (6).

N ugy 0= 1) (o= () * ey = ()T
N ui(e-1) ’

(6)



6. Update the partition matrix:

1

u (t) = 7)

)
using the Mahalanobis distand,, given by:
1
Dy = (e — ()T * || Z;O T % ;@7 * Coe — wa(1))

wherel is the length of feature vectx.

7. Increment the iteration counter t.

8. Until ||u (t)- u (t-1) || <€ or t >tmax where€ is the
maximumpermissible error and tmax is t
maximum number of iteratiorspecifiec.

Here, u(t) is the vectorof all centers and the distan
norm employedor determining convergends the standard
Euclidean distance measuren importantpoint to note is
that it is essentiato initialize the membersh values to
random values but with the mean equa0.5 and standard
deviation equal to one so that the algorithm cogesat a
much faster rateAnother importance of standardization
the fact that iensures that equal importance is given to ¢
of the moments used or else tgorithm would weigh o
the moments whose range is the highest.

IV. EXPERIMENTAL SETUF

We have establishednaimage sequen database at
resolution of 640*480 with two fixed fisheyUnibrain
cameras which has a viewing anglel80 degree. With IR
lights on, cameras can seeatitour eyes cannot see. Figl
2(a) shows two sample images of these tvamera views
and their positions, while Figure 2(b) depicts thigerences
in silhouette extraction between a visible scera the typ
we consider here (dark room illuminated by IR eendf}. As
seen in section V, we can still recognize actisigwen witt
the degradation in silhouette qualitifour students wet
asked to practice several activities under lowtliggmditior
in the Conputational Intelligence laboratory at t
University of Missouri.Note that in the visible spectrul
these images would be completely blalnfrared lighting
was used with the following specificatiorThe wavelength
of the IR emitters used is 850nm; iatdl there are 21
individual infrared LEDs distributed between theotlamps
and the total power draw is approxima 20 Watts. The
camera lens is fisheye type with a 180 degree tiotd
field of view, and 131 degree verticaéltl of view when
used on 1/4" imager. There is R filter on the camera
lens.We considered the possible activities practicedigtt
and included them into our data collection: walki
standing with hand motion, standing without handtiom
sitting down and standing uptgig on a sofa, cing to bed,
gettingup from bed. Our data collection also contained

following situations on thebed: sleeing (lying on bed);
being sleeplesflip with some movements); sitting on be
from sitting to laying on théed; in additior four abnormal
activities (falling) were included: waing in the room and
falling onto ground due to loss of balance; ping off when
trying to get up from a chaifalling when trying to get up
from a bed; falling out of the bed when sling. The frame
rate is 3 frames gecond. We have collected more than
hours of frames for each persoire. over 3*1800=5400
frames for each person.

View #2

View #1 IR lights

I

Y 4 :

(b)

Fig.2 (a) Twosample images of our two camera views and theiitipos,
red eclipses indicate the positions of the IR Ianapsitting IR lights vhich
can't be seen by our eyes. (b) Difference in siiiiuquality between
lighted room (top) and using IR emittersardark room (bottonr

V. PRELIMINARY EXPERIMENTS

A set of preliminary experiments was conducted
establish the input parameters and best featureseofor
this domain. Severalparticipants performeddifferent
activites As described in Section lisilhouettes were
extracted from the raw image sequel, and the moment
features were computed.



The GK clustering technique requires the number aflustering results with the X axis indicating thearhe

clusters to be specified as an input parametegrétiminary
experiments shown in [5], we showed that clustetting
Zernike moments using the GK algorithm with the fem
of clusters initialized to the number of activitigielded the
best results. Since single camera images are e the
activities of walking and standing cannot be diéfeiated in
general; thus, they are grouped together as “ugrfglimes
for the purpose of activity recognition.

number in the sequence and the Y axis indicatiegcthster
number after hardening the membership matrix. &intid
the previous example, these results have been colbed
for display purposes. The scenario involved a pigiint
performing several actions in an unlit room. Thasgvities
were a part of a planned scenario to enact theilpess
movements that could occur in the night such asimgov
around in the room, sleeping in the bed, tossirdjtaming

Figure 3 (a) shows the clustering results of onéa dain the bed and then falling onto the floor. As ¢enseen in

sequence using an input of 2 clusters. Figure 3lfbyvs the
clustering results with the X axis indicating thearhe
number in the sequence and the Y axis indicatiegcthster
number after hardening the membership matrix. Hsellts
have been color coded for display purposes. In libéh
figures, the points colored red represent framea pérson
sitting on the couch and the blue colored poingsesent the
image frames indicating the person on the flooracRl
colored points indicate the areas where the poarts
densely clustered.

A point to note here is that while it is evidenatthhe two
clusters obtained represent the “sit” and “on theorf
activities, without any prior information, we ar@able to
identify which cluster indicates which activity. &lsolution
to this is explained in Section IV.B.
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Fig. 3. Test results on an Infrared video sequevittetwo activities - sit
on couch and being on the ground. GK on Zernike FEius and
clustering results into (a) 2 clusters and (b) mersibip results of
Zernike Moments by frame number.
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Figure 4 (a) shows the clustering results of onéa da

sequence using an input of 3 clusters. Figure 4lfbjvs the

Figure 4, the activities were well separated aftastering.
However, in this scenario, the activity “fall” igj@ivalent to
“on the floor” since no other parameter has be&enanto
consideration which could differentiate between the
activities.

Eiaan on Ded

Ugrlignt

(b)
Fig. 4. Test results on an Infrared video sequevite three activities —
upright, sleep on bed and on the ground. GK on iKerivloments and
clustering results into (a) 2 clusters and (b) mersibip results of
Zernike Moments by frame number.

A. Classifying the Transition Frames

Figure 5 shows the membership values of one cluster
frame number for a test sequence. This particidguence
is a part of the video whose results are shownigurgé 3
and indicates a person sitting, then falling, areknt
resuming his sitting position on the couch. Fromfilgure 5
(a), we can see that the membership (in the “$itster ) is
initially high, and then it falls to almost zerondathen it
again rises.
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Fig. 5. (a) Membership values of a test sequenc&age number for
the sitting activity (b) Transition frames based thmesholding the
membership values. The first and third transiti@re couch-to-fall
motions which could indicate a potential fall.

For the frames indicating “transition” motion (&it-on
floor or on floor-to-sit), the membership is intexdiate,
approximately in the range of 0.1 to 0.9 in eachttud
clusters.

Fig. 6. Segmented activities of a 3 activity seqeenFrames 480
(upright), 586 (on the bed), and 900 (on the flagith the color-coded
N silhouettes according to the identified activityeibership values are
B. Prototype MatChmg' thresholded from the GK clustering results using Zrernike Moments

After using the Gustafson Kessel or any other fuzzy as features and then classified after prototypeinirzg.
clustering algorithm, we can obtain a pre-defined of
clusters. However, without argypriori information, there is
no way to figure out which cluster indicates whattivity.
While we could use the fact that most data runslevbegin VI. CONCLUSION AND FUTURE WORK
with a person walking into_ the room thus making ithigal In this paper, we presented a successful and yglei
frames belong to the “upright” cluster, we wantednake  (ochnique of detecting activity frames using fuzhystering
the algorithm more robust and independent of sughiori  athods. A classifier was constructed from the tehirsg
information. To accomplish this, we followed a seMjggyits, and the classification results using thernike
supervised approach wherein the prototypes of tBeI@US  \1oments were obtained. Our previous work [5] usihg

data runs are used to identify_ the activity clustérthe fuzzy clustering technique was compared againsMiben
current data. As a means to achieve that, we Umeeddarest Motion Capture system and shown to be pretty acetira

prototype matching for the sequences above. Sircans activity recognition.
still in the preliminary phase, we just compared tlistance Preliminary work using infrared lighting has been

between the Zernike moment image vectors of eash N§egcribed in this paper. Experiments are currebjng
image frame to the labeled vectors of previous 8RGeS. congycted to test the algorithm under differentirsgs with
Then the average distance between the vectorsavéie itterent activities on several video sequencesis Twill

sequences of a given activity, such as “on therfloeas 516 the algorithm more robust and useful for aation
averaged and the activity of the new frame idegifi activity recognition in unstructured settings whidh the

_ Figure 6 shows frame examples with the original rare, will help prevent unmonitored physical irigs from
images, the corresponding silhouettes and theifitadon taking place.

results for frames indicating upright, sleep onatoand on
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